ATA MSG-3 SHM Working Group Meeting Summary

September 29th – October 1st, 2009


	Attendees

	Name
	Company/ Organization
	E-mail

	Allan HOWELL
	Transport Canada
	allan.howell@tc.gc.ca

	Jean Pierre GELINAS
	Bombardier
	Jean-Pierre.Gelinas@aero.bombardier.com

	Jason P. ONORATI
	Boeing
	Jason.P.Onorati@boeing.com

	Jerome PINSONNAULT
	Bombardier
	Jerome.Pinsonnault@aero.bombardier.com

	Mark RICE
	FAA
	mark.rice@faa.gov

	Luis Gustavo Dos SANTOS
	Embraer
	luis.santos@embraer.com.br

	Jens Uwe SEUSS
	Airbus
	jens.seuss@airbus.com

	Colin VOLLRATH
	Bombardier
	colin.vollrath@aero.bombardier.com

	Lorenz WENK
	Airbus
	lorenz.wenk@airbus.com


Agenda

Tuesday 29th September 10:00 to 18:00

· Welcome/introduction

· Review ATA MSG-3 WG mission/scope, terms of reference

· IP 092 status, new CIP 2009-1

· MSG-3 SHM revision strategy

· Philosophy (open discussion format)

· Correlation between SHM technology and existing maintenance

· Current regulations/guidance material (FAA/EASA/TCCA)

Lunch

· Evaluation of MSG-3 system revision proposals
· Review current MSG-3 systems logic and sample analysis available

· Note key definitions/interpretations if required

· Discussion and harmonization of system revision proposals

Wednesday 30th 09:00 to 17:00

· Recap of system revision proposals
· Evaluation of MSG-3 structure revision proposals
· Review current MSG-3 structure logic and draft versions available

· Note key definitions/interpretations if required

· Note rework of system revision proposal required (if any)
· Discussion and harmonization of structure revision proposals

Thursday 1st 09:00 to 15:00

· Recap of structure and system revision proposals
· Conclude on IP

· Further MSG3 SHM activity road map

· Define actors and time targets

· Schedule further activity to dispatch of the IP to MPIG/IMRBPB

· Any Other Business

· Sandia SHM survey

1. Welcome/introduction

The meeting took place in Bombardier Toronto facilities starting 10:00h on 29th September, ending 1st October 18:00h. Lorenz WENK (Airbus) opened the meeting and informed the working group that Peter Heer (Lufthansa Technik) and Ralf Schneider (EASA) are sending their apologies due to short notice duties. From some other working group members, there was no information if they plan to attend (at least Gulfstream had been very active during the preparation calls and expressed strong interest to participate to the physical meeting). The participants introduced themselves around the table. The proposed agenda was reviewed and agreed with no change.
2. Review ATA MSG-3 WG mission/scope, terms of reference

Lorenz Wenk (Airbus) informed the working group that the responsibility for the ATA MSG-3 document inside the Air Transport Association of America will be with either Mark Lopes or Brad Balance following the departure of Craig Fabian September 2009. Further to that, Lorenz Wenk (Airbus) has asked the current MPIG chair Tony Harbottle if it would be possible to host a side meeting on SHM in the frame of the upcoming MPIG in Bordeaux early November with. The feedback so far is that a room would be available on both, Tuesday morning and/or Thursday afternoon, to allow preparation and/or discussion of feedback from MPIG.

2.1 IP 092 status, new CIP 2009-1

The working group is tasked by the MPIG with development of the MSG-3 Candidate Issue Paper for revision proposal further to the S-SHM revision defined with IP92 for MSG-3 revision 2009.1. Following the approval of IP92, the new SHM Issue Paper has been assigned the Candidate Issue Paper (CIP) number 2009-1 by the MPIG. The working group had been running consecutive telephone conference calls (supported by webex for sharing and discussion of documents) with wide and active participation by OEM’s, operators and authorities. A summary of these conference calls is provided in the following list:

· 28 April - Debrief WG on post IMRBPB meeting status and activity. Discussion of further activity/schedule
· 14th July – Discussion and collection of initial ideas on concept, issues, potential obstacles for MSG-3 P/C-SHM

· 28th July – Review of structure analysis logic in respect of potential SHM revisions, identification of need to go in detail through SHM systems handling

· 11th August – Discussion of further reworked structure review details, 

· 19th August – OEM preparation call

· 25th August - and preparation towards the physical meeting in September

· 15th September – Discussion of MSI logic using dedicated example scenarios

· 22nd September – OEM prep call

· 29th September to 1st October

2.2 MSG-3 SHM revision strategy

The starting point of the physical meeting was the final position reached with the various preparation conference calls. The working group shares the understanding that the key issue is first to understand the MSI logic handling of a system SHM prior to further discussion of the MSG-3 structure logic. The review of the MSI logic during the last three conference calls, lead to consensus on the understanding that SHM will not essentially require a major revision of the current systems analysis logic. The review of the example analysis will be used during this physical meeting to identify and discuss the system logic key elements where the handling of a SHM system needs to be clarified. The idea is to develop notes, comments and similar amendments in the appropriate places in the MSG-3 document that would ensure appropriate handling of an SHM system. With this clarified, the working group will than continue to review the structure logic and develop the revision proposals for this section.

The WG used sample SHM system MSI analysis provided by Embraer and Airbus to go through the MSI procedure logic. During this review, discussion on SHM technology details was largely avoided. The emphasis was put on the comprehensive identification of SHM scenarios relevant to scheduled maintenance. The aim of this sample analysis review was to identify the key elements of an SHM system analysis and the related subsequent potential analysis results. The S-SHM concept introduced into MSG-3 revision 2009 with IP 092 does avoid that SHM can any operational and/or safety concern through the fixed task interval definition. With the consideration of C/P-SHM, the key to allow potential maintenance credit for a monitoring over a classic inspection task is to understand how the system analysis grasp and controls the SHM functions in respect of required evidence for safety related and distinguished maintenance planning features.

3. Philosophy (open discussion format)

Further to the definition of S-SHM in IP 92, two additional groups of SHM application scenarios for scheduled maintenance had been identified during the previous working group activity:

Continuous SHM (C-SHM) - Continuously monitors structure and indicates a need for unscheduled maintenance.

Prognostic SHM (P-SHM) - Continuously monitors aircraft usage and environment to allow adjustment of the scheduled task intervals.

These terms aim to distinguish between different SHM concepts associated with scheduled maintenance, even if not used in IP 092. The working group had been struggling with the abbreviation terminology; in particular with “Continuous” in respect of the understanding that such SHM system would be of a kind that replaces an inspection by an self acting device. The concern is that continuous could be misinterpreted, system active all the time (i.e. always on; and what about time when a/c systems are down during non operation?) or a system that runs at a continued schedule (runs a test e.g. every 100FH). The working group emphasised that the issue is to further improve the description, not the term. However, candidates for terminology have been noted: Automated, self initiated etc..

Jason Onorati (Boeing) stated that he has worked an example for further clarification of the terminology and related description, which is not yet perfect, but a good basis for the working group to discuss (his example was used during the later terminology review was baseline). 

3.1 Correlation between SHM technology and existing maintenance

Discussion took place on several potential application scenarios, e.g. hard landing detection/assessment system to relax the unscheduled impact scenarios and potential use of the data from that system to adjust the scheduled inspection interval and/or area. The authorities both raised that initial application are now taken into account with the MSG-3 revision 2009.1 and that it might be a bit early to go for a full consideration of an SHM application replacing inspection in a larger scale. The manufacturers stated that they share the authority position, that the industry is not yet ready to consider large-scale replacement of inspections by an SHM system. However, they also stressed their understanding, that the step to go from a local SHM application run as S-SHM to integration of the SHM system into the board system would be ready today as all the certification issues specific to the SHM application are the same for S-SHM and an on board system. There are several realistic applications out there today, some flying already, but not addressed in the MSG-3 structures world. This also relates a lot to the situation that the current business cases for SHM are not yet very robust in respect of scheduled maintenance, as this would require ED/AD/FD of an area. What industry is seeing today is driven by relaxation of hot spots, repair and unscheduled impact (e.g. hard landing). It has to be considered that the MPIG decided to continue the effort drafting the further SHM revision proposal following the rather long lead time for policy revision and the potential short fall of not having an adequate policy at entry into service with such policy.
3.2 Current regulations/guidance material (FAA/EASA/TCCA)

Lorenz Wenk (Airbus) provided a brief status of the Aviation Industry Steering Committee (AISC) Commercial Aviation Working Group (CAWG) activity. It may be interesting to note, that Jerome PINSONNAULT (Bombardier) and Luis Gustavo Dos Santos (Embraer) are involved in this activity. Lorenz Wenk (Airbus) serves through the official Airbus AISC and CAWG contacts as interface for the ATA MSG-3 SHM activity. The CAWG work under AISC does largely concentrate on the drafting of an aviation industry guidebook on SHM. This activity is with the beginning of 2008 been located within the SAE in order to utilize their existing structure and authoring aids. The activity is currently being shifted from ASM (Aerospace Material Division Committees) to G/11(Reliability, Maintainability, Supportability and Probabilistic Methods Division Committees). The guidebook activity is now running somewhat one and a half years, the activity has seen some speeding up following the shift under the SAE procedure umbrella and the challenging schedule for the first draft is set for end 2009. The working group discussed some detailed issues regarding the CAWG and the guidebook. In particular the interface with the already existing set of rules and guidance is seen as a very important aspect. 

Lorenz Wenk (Airbus) stated that exactly that is his role to ensure that the guidebook will be a reference handbook to existing maintenance guidance by interfacing with the CAWG.

Allan Howell (TCCA) stated that today TCCA has the authored an industry wide acknowledged document that describes the process used for developing scheduled and unscheduled Maintenance (TP13850). 

Mark Rice (FAA) stated that FAA has the same document developed using the TCCA document as a basis and that the described procedures are also accepted by EASA.

Jerome Pinsonnault (Bombardier) stated that today the SAE activity has not fixed any common definitions for SHM, although that is a task on their agenda. Sure that will happen some time, maybe soon. So far, the CAWG has been looking with high interest to the ATA MSG-3 activity and absorbed the inputs coming from this working group.

Lorenz Wenk (Airbus) expressed his understanding that finally MSG-3 and the SAE guidebook will / should use the same or at least equivalent industry definitions. Some, in particular the ones for scheduled maintenance may come from this, the more general ones like the global definition of what SHM is in the context of aviation from the CAWG guidebook activity.

Allan Howell (TCCA) brought into the discussion that fatigue is a topic that is mostly following certification processed with only limited input from MSG-3. This is entirely different for ED/AD where MSG-3 is the baseline process.

Jason Onorati (Boeing) agreed to the statement made concerning MSG-3. But it is important that SHM will only be long term successful if the complete aspects (ED/AD and FD) are addressed. The certification discussions we already had so far clearly showed that acceptance is largely depended on the specific SHM application. The whole approach on implementation today is a case-by-case consideration of technology readiness and experience.

4 Evaluation of MSG-3 system revision proposals

The working group proceeded with the core topic of first day of the meeting, the discussion of potential SHM system scenarios to develop the proposed amendments for the MSG-3 MSI section after lunch.

4.1 Review current MSG-3 systems logic and sample analysis available

There were several example analysis prepared by Airbus and Embraer. Both examples contemplated very well to the meeting. The aim of these examples is to review the MSI analysis logic and understand the various SHM application scenario clusters with different handling/result for the MSI logic. The Airbus examples provided a global picture reflecting the potential SHM application MSI analysis scenarios supported by additional slides helping the working group to further grasp the global concept; the Embraer examples showed a high level of detail which allowed a very exact review and discussion of the SHM related key issues at analysis level. The review started with Jens Seuss (Airbus) presenting the Airbus global understanding of potential MSI analysis examples (see “SHM Interface to System per ATA MSG3 Logic2.pdf” attached).  This presentation covered three general classes of SHM monitoring systems each implemented by a dedicated MSG-3 System Analysis Function.

4.1.1 Airbus example scenario 1 “SHM System without redundancies - potential functional failure will lead to cockpit effect”

In the first example a fictive SHM system characterized by the main properties “no redundancies - potential functional failure will lead to cockpit effect” has been analyzed.  Due to the specific system architecture no monitoring data will be available after a potential failure event.

The potential functional failure is evident on the post flight report (answer to question 1(YES) and has no direct adverse effect on operating safety (answer to question 2( NO) as the SHM functionality is not required for safe flight and landing. Furthermore there is no impact on dispatch (answer question 4(NO) as preconditioned MMEL restrictions are fulfilled. The Failure Effect Category 7 – Economic has been selected.

On the level 2 sheet all answers are NO. In particular for answer 7B a “NO” has been selected” due to the typical electronic components case – “functional degradation at an identifiable age is not detectable”.

Discussion on the correlation of safe flight and landing for an SHM system took place. A failure of the SHM system itself has no direct impact on safe flight and landing capabilities of the aircraft. So question 2 will typically be answered “NO” for such system. Question 4 however will need to be answered taking MMEL and SHM system capabilities into account, in particular the detection of developing failures against a threshold for safe operation. Discussion took place on the development of alternate structure inspection requirements to complement the SHM application as back-up and/or for in service SHM failure and repair scenarios.

4.1.2 Airbus example scenario 2 “SHM System with redundancies - potential functional failure will lead to cockpit effect”

The SHM System covered by the second scenario has the following main properties: “System is full redundant - potential functional failure will lead to cockpit effect”. 

Due to the system redundancies the monitoring data remains available after the failure event, thus the answer to questions 1, 2 and 4 are identical to those of scenario 1. Particularly the denotation of the SHM System functionality for safe flight and landing would determine the answer to question 2.

For this example again the Failure Effect Category 7 is selected and because a functional degradation of electronic components is very often not detectable, no task has been selected.

4.1.3 Airbus example scenario 3 “SHM System with redundancies – no cockpit effect in case of potential functional failure”

The example scenario 3 is characterized by the system properties “system full redundant - potential functional failure doesn’t lead to any cockpit effect”. The functional failure in combination with a sensor failure would not have a direct effect on safety (FEC9).

Even for this scenario with Failure Effect Category 9, no task has been selected because the monitoring data is still available after the failure event. This answer is derived under the precondition that the complete loss of data would not generate an outstanding economic impact.

Discussion took place regarding the handling of the system / structure interrelation (e.g. what type of working group would be most appropriate to handle the MSI analysis).

In the discussion following the presentation it has been concluded that detailed knowledge of the SHM functionality is very important for the selection and estimation of the appropriate Failure Effect Categories in MSG-3 Analysis for Systems. The functions and functional failures derived in the example MSG-3 system analysis for have been considered adequate by the SHM working group.

Key for the CIP is to ensure that the essential structure considerations are addressed when the MSI FF are defined.

4.1.4 Embraer MSI analysis example of a fibre bragg monitoring on the RPB

The presented example analysis (see attached “MSI 51-30 - Rear Pressure Bulkhead SHM.pdf”) is again showing the systems handling of a FEC category 9 associated with hidden effects and redundancy. There is no failure finding tasks resulting from the analysis. The tasks are to perform a quantitative degradation assessment of the SHM system. The example analysis is showing a very detailed example for typical SHM systems scenarios that include ”degradation of redundancy”, “loss of signal generation redundancy”, “degradation of SHM POD/POC”, “loss of data reporting redundancy”, “false or spurious data” and “failure of data transfer”. The presentation and subsequent discussion made it clear that SHM is not directly correlated to safety in general. The correlation of the SHM functions to the appropriate FEC category is adequately addressed by the case-to-case assessment of every single FF I n respect of the evidence of the failure and safety affect. The working group discussed the principles of handling the continuous SHM versus the S-SHM. The analysis example includes the consideration of the failure of the actual structure item monitored (the rear pressure bulkhead in this example). Again, the key is to clarify the handling of the MSI methodology for SHM, in particular the definition the first and second failure. Again the working group discussed the terminology for C/P-SHM versus potential other wording, e.g. use of “automated” instead of “continuous”.

Another aspect is that the handling of the system and structure interface of SHM is related to discussion ongoing in IP96.

4.2. Note key definitions/interpretations if required

The working group used the draft MSG-3 revision 2009.1 draft revision 3 document for their review that had been prepared to include the summary of the revision proposals and comments from previous conference calls (see attached “CIP 2009-1 draft.doc”).

The following key issues resulted from the preparation conference calls:

1. To distinguish between developing failure limits (where the system starts reading / capturing degradation; this is seen more as a planning issue for maintenance due to no direct effect on operation) and critical, or better safety related failure limits (where the crew needs to know due to operational impact).

2. How to handle systems that would read when active during operation of the aircraft but which are down when the aircraft is not operated (any damage caused during non operational phase would be missed, e.g. ground handling damage).

3. The understanding of the potential failure consequences the relation to safe flight and landing capabilities is essential to give the answer to MSI level 1, question 3. The information of the system safety analysis/hazardous analysis on the SHM system would be an additional information source related to this and might be considered by the analyst. Luis Gustavo dos Santos (Embraer) brought the question up how aspects of degradation of redundancy would be considered in respect of FEC 8 or not 8.

4. The availability of the in-service data to support a detailed assessment of the expected damage criteria /degradation scenario relevant for the specific SHM technology and structure monitored is considered a valuable input for a SHM MSI analysis.

5. The review performed during the conference call of 15th September has shown that the system analysis logic might well be adequate for an SHM system. However, it may be required to make amendments to the existing logic to ensure that SHM system aspects are going to be addressed by any analyst using MSG-3 and to provide this working group with a clear understanding of the basis of the MSI analysis.

4.3 Discussion and harmonization of system revision proposals

The systems section of the MSG-3 revision 2009-1 was reviewed. Amendments and comments haven been recorded. A key element is how to ensure that the level 1 analysis question 2 does capture the SHM functions that relate to the detection capability of the SHM system at the limited correlating to the safe operation limit. The working group concluded that this is a generic systems assessment (e.g. a fire extinguisher not working where the fire on board needs to be assumed).

5. Recap of system revision proposals

The second morning session started with a brief review of the agenda. Following that the working group continued with the recap of the system revision proposals developed on the first day. The new bullet “(4)” proposed for chapter 2 “scheduled maintenance content” was reviewed in respect of the term “potential failure” correlation to systems being adequate for SHM. The working group concluded to keep this issue noted in the CIP. A comment was taken in the CIP. There have been some minor amendments and fine tuning, but no change or comment further to the afore mentioned discussion on the “potential failure”
6. Evaluation of MSG-3 structure revision proposals

The working group continued with reviewing the structure revision proposals drafted into the 2009.1 MSG-3 revision draft 3 document during the preparation conference calls.
6.1 Review current MSG-3 structure logic and draft versions available

The proposed addition of a new paragraph “9” to structure chapter “2-4-2” was discussed. The proposed wording relates a lot to certification and that should be kept separate from the MSG-3 document. The working group rephrased the first sentence accordingly.

The concept of developing structure maintenance tasks along with a preceding SHM application may be beneficial. The working group however, decided to leave the development of classic scheduled inspection tasks in parallel to the SHM application (e.g. as back-up, to determine the SHM application benefit, to ease the approach on declaration of the SHM as alternate to the traditional task…).

Jason Onorati (Boeing) presented his proposal for a generic text block to describe the handling of the SSI SHM aspects for an “Automated Structural Monitoring”. LG raised the concern, that the decision to not select the SHM application should not be left to the SWG. Embraer would prefer to have a redesign in the bullet 5 of the amendment. Question has been raised by Jerome Pinsonnault (Bombardier) and JS how this proposal would work for the SHM applications that are not directly related to damage detection but are of the loads or environmental monitoring type.

The operational monitoring concept introduced in chapter 2-4-6 will require to describe application scenarios to further understand the use cases. Subsequently, it may be essential to fine-tune the wording and details used in this initial draft sketch. It would be beneficial to keep these aspects in the current CIP work scope in order to gather further inputs. However, depending on acceptance and progress, it is understood that this concept may not be part of the final CIP 2009-1.

6.2 Note key definitions/interpretations if required

The following items have been identified for further clarification and record the following terminology have been identified for further discussion: 

· Automated SHM

· Operational

· Direct v/s indirect damage detection SHM
6.3 Note rework of system revision proposal required (if any)

The development of the structure proposal did not result in additional issues for review in systems section further those already identified during the development of the system proposal.

7. Discussion and harmonisation of structure revision proposals

The working group went through the structure proposal developed during the second day of the meeting to check consistency and summarized the items that need to be reviewed in the systems section before the closure of day two of the meeting. 

8. Recap of system and structure revision proposals

The morning of the third day started with a recapture of the structure revision proposal drafted during the previous day followed by the review of the systems section 

8.1 Structure section

Discussion took place on the way of recovering a classic task after a SHM system failure, e.g. a fatigue monitor fails and the program would switch to a fixed schedule inspection, what would be the clock setting procedure. This would be depending on the SHM failure scenario and the relevant parameters.

The following definitions are items that may need to be described in the appendix and in the introduction of the CIP to explain SHM types / modes. SHM systems can be described and classified by the operation type and by technology type. There are two operational types with regards to SHM Systems

8.1.1 Scheduled SHM (S-SHM)

Scheduled SHM is an SHM technology, which requires a mechanic to query the system at a pre-determined interval (normally addressed in standard units such as Flight Cycles or Calendar Time, etc.).  Scheduled SHM systems generally produce S-SHM tasks to evaluate the structure item being monitored.

The description introduced in MSG-3 2009.1 revision reads: The act to use/run/read-out a SHM device at an interval set at a fixed schedule.

8.1.2  Automated SHM (A-SHM) 

Automated SHM is any SHM technology, which does not have a pre-determined interval at which maintenance action much takes place, but instead relies on the system to inform maintenance personnel that action must take place.  This can typically be a system, which has a FDE, which informs the airplane crew that the technology must be used.  

The description defined during the 2008 working group activity reads: Continuous SHM (C-SHM): Continuously monitors structure and indicates a need for unscheduled maintenance. In the same light, the terms “Self Driven, Self Initiated, Active” SHM have been discussed in the past.

Each of these operational conditions is irrespective of specific technologies, but instead relates to the way the SHM system is used in the maintenance environment. 

8.1.3 SHM technology types

A SHM systems can also be classified by their technology types.  This is classification is based on the technical design of the system.  This classification will affect how the effects of the system will be analyzed.  There can be several types of technologies.  A few are described below:

i.
Damage Monitoring System - This system uses sensors to directly monitor the structure for deterioration conditions.

ii.
Operation Monitoring System - This system uses sensors, which do not directly check the structure for damage, but instead correlate various measurements (e.g. environment conditions, loads) to make an inference to the probability or likelihood of damage.

The corresponding amendments have been made in the CIP for the MSG-3 document appendix.

8.2 Systems section: 

Discussion on the use of the term “potential failure” in the general section for listing a new item “4” for unscheduled tasks. The concern is that the term is related to systems. The appendix provides the following description for “potential failure” in the current revision “A defined identifiable condition that indicates that a degradation process is taking place that will lead to a functional failure“

Jens Seuss (Airbus) raised that potential benefit may be achieved by a more detailed MSI procedure in respect of handling FEC 9 items associated with a monitoring system. A typical example may be a hidden failure of a non-safety system function. It could be of additional benefit for the operator to be aware of a potential developing degradation, e.g. to prepare corrective action during upcoming scheduled maintenance and/or to trade of the potential failure scenario against economic aspects. The working group discussed the possible options of a more detailed system analysis of a hidden non-safety/hidden economic failure scenario in regard of several potential applications and concluded that while the current MSI logic does work also for a SHM system, it has to be recognized that further, in particular operator economical benefit could be made available by an integration of a handling for such system aspect. However, the working group does also understand the implications of such change on the system analysis and concluded to raise this point to the MPIG as it is seen to be a generic issue with the existing systems logic that affects hidden non-safety functions in general and those of any monitoring in particular. Therefore such issue should be review by dedicated system specialist as the SHM working group is not the best forum for that.
8.1 Conclude on IP

The working group performed a final review of the changes drafted into the MSG-3 revision 2009.1 draft document. During this review most of the open comments *mainly those that remained to ensure that systems and structure interface concerns haven been have been clarified and addressed. The working group was very satisfied with the achieved draft.

9. Further MSG3 SHM activity road map

The working group discussed the next steps in drafting the final CIP to be send to the MPIG together with the setup for the subsequent activity.

9.1 Define actors and time targets

Jason Onorati (Boeing), Luis Gustavo dos Santos (Embraer) and Lorenz Wenk (Airbus) confirmed that they are going to be at the upcoming MPIG meeting following their current schedule. Colin Vollrath (Bombardier) stated that he is likely to be there as well, but that his travel is not yet confirmed. Lorenz Wenk (Airbus) stated that he will present the working group result to the MPIG and that he is looking forward to the support from the other manufacturer working group members at the meeting. The next steps to follow this meeting are the drafting of the revision proposal into the formal Issue Paper format. The draft version of the CIP will be circulated by deadline 9th October 2009 together with the meeting minutes within the working group for review and comments. 

Jason Onorati (Boeing) stated that he had been writing notes as well as others. He further raised that it is important for the minutes to capture the key discussion. The working group shared this position and a short discussion took place on the level of detailed that should be provided in the minutes and in the CIP intro. The working group is aware that information provided in the introduction section of the Issue Paper does get more attention than details left at level of the meeting minutes. However, examples from the recent past, where the Issue Paper intro was written with very broad topic background and the actual revision proposal discussion content vanishing in the global information was received as not desirable. Jason Onorati (Boeing) emphasised that he will draft a introduction to go in the Issue Paper as well as making sure the key points from his notes will be captured. The other working group members aim to do the same.

9.2 Schedule further activity to dispatch of the IP to MPIG/IMRBPB

The working group reviewed the overall MSG-3 activity schedule. A potential physical meeting and /or conference call was allocated for 13-16 March to allow for post MPIG rework of the CIP if required. Further planning on meetings / activity will be arranged according to the MPIG feedback on the proposal. The following offers have been made by the working group members in respect of a location in case the need for a physical meeting does arise from the MPIG discussion: Airbus - Hamburg, Bremen or Toulouse; Boeing - Seattle, Embaer - Ft. Lauderdale or San Jose dos Campos (the later in case of date relocation back to back with the AISC / CAWG meeting currently scheduled for San Jose dos Campos 10th – 11th February 2010).

A back to back ATA MSG-3 SHM working group side meeting with limited participation is arranged at the upcoming MPIG for initial review of MPIG feedback. Although not being a formal full working group, the meeting is set to taking advantage of several working group OEM–members being present at the MPIG meeting and will serve mainly for first strategy discussion / inputs amongst the members present and to coordinate the further work needed. The arrangement to allow for WG members not physically present at the MPIG side meeting calling in is seen as beneficial and will be requested. The full working group will in any case receive a brief status and outlook of the CIP 2009-1 from the working group chair shortly after the MPIG.

10 Any Other Business

Lorenz Wenk (Airbus) asked the working group if there are any items to be put forward in addition to the Sandia survey on SHM (see bullet below). There was no additional item.

10.1 Sandia SHM survey

Lorenz Wenk (Airbus) provided the working group with a brief background information on the SHM internet survey run by Sandia National Laboratories on behalf of the FAA /DOT. The survey is open to all individuals in the industry that wish to participate and aims at collection of information to gather an overview and outlook of the SHM activity in aviation. The responsible author at Sandia, Dennis P. Roach is also active on the CAWG. He has distributed the survey within the SHM community. The working group members are welcome to participate and/or to pas the information on to any other individual inside or outside their organisation that might be interested. The survey can be filled anonymous, however, participants that provide at least their email address will be copied on the survey result as this is going to be public.

Lorenz Wenk (Airbus) thanked the participants for the extraordinary productive and professional meeting. The working group did not only manage to cover the entire agenda, but managed to develop an inherent revision proposal for the MSG-3 systems and structure analysis. While it has to be clearly understood, that the MPIG and IMRBPB position feedback will likely result in some rework and fine tuning, the working group proposal is a big step forward to direct exactly this discussion into the right direction by putting the key elements and possible solutions on the table.
Lorenz Wenk - Airbus Customer Service – Maintenance Programmes Engineering

Date: 1st October 2009
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